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A controller formulation suitable for trajectory tracking of a hypersonic vehicle is 

derived in this paper. The formulation explicitly accommodates nonlinear constraints 

involving both state and control variables. The controller is demonstrated in closed loop 

simulations based on an existing longitudinal hypersonic vehicle model. The controller not 

only successfully tracks the reference trajectories but is also shown to satisfy inequality 

constraints on variables such as combustor temperature, combustor pressure, engine mass 

flow rate, and vehicle tip displacement. 

Nomenclature 

V = Velocity 

h = Altitude 

q = Pitch attitude rate 

  = Pitch attitude angle 

  = Angle of attack 

i  = Generalized flexible body displacements 

  = Natural frequency of flexible body modes 

  = Damping associated with flexible body modes 

M  = Mach number 
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p  = Pressure 

T  = Temperature 

  = Air-fuel equivalence ratio 

el  = Elevator deflection 

ca  = Canard deflection 

cd  = Cowl door position 

dA  = Diffuser area ratio 

D =  Aerodynamic drag 

L =  Aerodynamic lift 

T = Propulsion thrust 

Ac, Bc = Continuous time system matrices 

A, B = Discretized system matrices 

Q, R = State and control weighting matrices 

x = State vector 

f = Nonlinear system dynamics vector 

u = Control vector 

I. Introduction 

ypersonic vehicle research and development has been pursued by NASA and different agencies of the DoD 

repeatedly for the past fifty years [1]-[7]. These vehicles are expected to serve different purposes such as a 

reusable launch vehicle, rapidly deployable missiles, and Mars entry vehicles. Flight control system design for 

hypersonic vehicles with air-breathing scramjet engines is more challenging than their subsonic and supersonic 

counterparts. Some of the challenges are:  

(i) Wide range of couplings between aerodynamic, structural, thermal, and propulsion models. 

(ii) Modeling uncertainties. 

(iii) State & control constraints reflecting the fragile conditions under which the vehicle can operate.  

H 
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Some of the past modeling efforts include the model by Chavez and Schmidt [7] which is a longitudinal dynamic 

model. Newtonian impact theory is used for computing the aerodynamic forces in this work. The model includes 

aero-structural and aero-propulsive couplings. Recent models [8]-[11] by Mirmirani et.al are based on CFD and 

FEM modeling. Both longitudinal and six degree of freedom models have been developed in these papers. 

Longitudinal models have been developed by Bolender et.al in [12]-[15]. These models are extensions of Chavez 

and Schmidt‟s model. Oblique shock theory and Prandtl Meyer expansion theory are used to compute aerodynamic 

normal pressure distribution. Structural model in [13] uses two cantilever beams fixed at the center. The model in 

[13] has an inertial structural coupling which is eliminated in [15]. Assumed modes method is used in [14]-[15] for 

modeling the structural dynamics. Also included in [15] are viscous and unsteady aerodynamic effects and thermo-

elastic interactions. An exhaustive description of the challenges and trends in the modeling and control of scramjet-

powered hypersonic vehicles is given in [16].  

Guidance and integrated control issues of hypersonic vehicles have been addressed in [17]-[20]. A significant 

portion of the research in controller design for hypersonic vehicles [21]-[30] has focused on adaptive and robust 

control formulations. These works address the uncertainties in the hypersonic vehicle models used for controller 

design. Some of the other works such as [31] involves development of conventional auto-pilot design. A linear 

parameter varying model is used for controller design [32] and differential algebraic approach is used in [33].   

Hypersonic vehicles operate under much more fragile conditions and are prone to phenomena such as thermal 

choking [16], flow disassociation, ionization. As advanced research further unravels these phenomena it is expected 

that these conditions can be represented as constraints on variables such as Mach numbers, pressures and 

temperatures at different locations of the hypersonic vehicle. Safety and performance restrictions on temperatures 

and displacements of sensor locations can also be translated into constraints on state and control variables. The 

objective of the current research is to develop a controller design that can accommodate nonlinear state and control 

constraints. In addition to implementing safety features these constraints also facilitate inclusion of explicit closed 

loop performance specifications in the design process. A model predictive controller (MPC) framework is employed 

for this purpose. It should be noted model predictive control offers the most promising methodology for handling 

state and control constraints. Moreover the approach is completely numerical therefore scalable for higher 

dimensional system. Model predictive control approaches have been used successfully in the past for different [34]-

[36] aerospace engineering control problems such as spacecraft formation flying, moving mass actuated missile 
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control, and control of an F-16 aircraft. Another attractive feature of MPC is that they do not require explicit analytic 

models. Hypersonic vehicle models generated using computational techniques such as CFD and FEM are unlikely to 

have an analytic representation. MPC is widely used in industry for slowly varying dynamic systems and is 

implemented at low update rates. However, advances in convex optimization research such as [37] make it possible 

to implement these controllers for fast-varying dynamical systems such as a hypersonic vehicle, in real-time, at very 

high update rates. 

Briefly described in Section II is the hypersonic vehicle model used in this research. The model is based on the 

work of Bolender et. al [12]-[15] and is widely used in recent literature. A discretized version of the model suitable 

for MPC formulation is derived in Section III. Model predictive formulation accommodating nonlinear constraints is 

derived in Section IV. Closed loop simulation results are presented in Section V. 

II. Hypersonic Vehicle Model 

The equations of motion for a hypersonic vehicle can be written as ),( uxfx 
 
which is expanded below [14]: 
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where the state vector is  
332211  hqVx  and the control vector is represented 

by  
cdd

Acael
u  . The control vector consists of fuel-equivalence ratio, elevator deflection, 

canard deflection, diffuser are ration, and the cowl door position. In this work only the first two controls are used.
 

Computation of the aerodynamic forces and moments along with propulsion thrust is computed based on [12]-[15]. 

In this work it is assumed that these forces and moments are computed as a function F(x,u) of the state and control 

vectors by a computer program. Explicit analytical use of the right hand side of Eq. (1) is not made anywhere in the 

controller design.
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Figure 1. Schematic of a Hypersonic Vehicle with Air-Breathing SCRAMJET Engine 

As mentioned earlier apart from the state components such as velocity, altitude and angle-of-attack it is also of 

interest to compute and control variables such as Mach numbers and temperatures at various locations of the 

hypersonic vehicle as shown in Figure 1. Computation of these variables is essential for the computation of forces 

and moments, therefore, it is assumed in this work that these variables are also obtained from a computer program as 

a function z(x, u) of the state and control vectors.  

 

  ),(..222111 uxzmTpMTpM tip 
     

(3)
 

III. Discretization 

Model predictive controller formulations are inherently discrete-time formulations. Therefore, the first step in 

designing a model predictive controller involves discretization of the nonlinear dynamic system. Equations of 

motion described in the previous chapter constitute the nonlinear system description in the following equation: 

),( uxfx 
               

(4) 

Next step involves linearization of these equations about a trim condition which is an equilibrium point for the 

dynamic system. 

0),( Point  mEquilibriu , ****  uxfux
 

Linearized model is described by variables which are deviations from the equilibrium:
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The system matrices Ac and Bc for the linearized model are obtained by taking Jacobians of the nonlinear vector field 

f(x,u) with respect to x and u:
 

uBxAu
u

f
x

x

f
x cc  











       

(6)

 

Discretized version of the continuous time linear system in the above equation is described by the following 

equations:

 

][][]1[ kuBkxAkx  
        

(7)
 

Discretization can be done using „ZOH‟ by the following equations:
 



dt

sAdtA
BdseBeA cc

0          

(8)

 

In this work the Jacobians are computed numerically using finite differencing technique and the discretization is 

done using MATLAB‟s „c2d‟ command. 

IV. Model Predictive Controller Formulation 

A. Trajectory Tracking 

Model predictive controller formulation is essentially an optimization problem with an objective function to be 

minimized, equality constraints to be satisfied and inequality constraints to be adhered. Shown below is the 

optimization formulation associated with the model predictive controller formulation: 
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(9)

 

Objective function used in this problem involves two cost components. The first component penalizes trajectory 

departure from the desired reference trajectory and the second component penalizes the controls. Different horizons 

are used for the trajectory cost component and the control cost component. Control is penalized over a short duration 
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from the current time instant. This horizon is referred to as cost horizon. It is expected that the effects of control are 

observed a little later due to the dynamics of the system therefore, trajectory deviations are not penalized in the 

immediate short duration. The horizon associated with the trajectory deviations is referred to as the prediction 

horizon. Typically the prediction horizon is much larger than the cost horizon. The control is kept constant for the 

duration between the cost horizon and the prediction horizon. The discrete-time propagation equation over the 

prediction horizon is implemented as equality constraints. The desired limits for the state and control are 

implemented as inequality constraints. The controller design is based on a linear model using variables that represent 

a departure from the equilibrium. However, the controller is implemented on the actual nonlinear model and the 

limits are implemented on the actual state and control variables. 

B. Nonlinear Output Constraints 

While constraints on state and control variables for implementing the desired limits are straightforward to 

implement, the same cannot be said about constraints on nonlinear output variables such as the following.  

),( uxzz 
               

(10) 

maxmin zzz 
              

(11) 

A linearization approach is adopted in the current research to address these constraints as shown below: 
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Partial derivatives with respect to the state and control variables are obtained using finite differencing technique. 

The constraint is finally implemented in the optimization formulation as a linear constraint on the state and control 

deviations as shown below: 
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The above equation can be discretized and added as a linear inequality constraint to the optimization formulation in 

Eq. (9) for k=1..N  as shown below: 
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(14) 

 

C. CVX 

CVX (Ref.[38]) is a MATLAB software for formulating and solving convex optimization problems. The 

software is particularly suitable for rapid prototyping. CVX software has been developed by Michael Grant et. al 

from Stanford University. The core solvers used in by CVX  are SeDuMi and SDPT3. Both these solvers and the 

CVX software are open source. All optimization problems resulting from the model predictive controller 

formulations in this research have been solved using this software. 

V. Results 

The closed loop simulation is done in MATLAB. Equations of motion described in Section II are used for 

simulation. Model predictive controller design described in section III is implemented using CVX. A sample time of 

0.02s is used for discretization. Flight condition corresponding to Mach number of 8.5 and altitude 85000ft is used 

for linearization. Elevator and the fuel equivalence ratio are used as controls. Step and spline trajectory commands in 

velocity, altitude and trajectory commands are used for controller testing. The control horizon is set to 5 time steps 

and the cost horizon is set to 50 time steps starting from 10 time steps. The control limits are set as follows: 

25.11.0

3015 00



 elevator
          (15) 

A. Step Response 

Shown in Figure 2 and Figure 3 are the step response plots of velocity and altitude. The step command for 

velocity is 10ft/s and step command for altitude is -50ft. 
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Figure 2. Step Response of Velocity 

 

Figure 3. Step Response of Altitude 

The Q and R matrices used in this example are:  
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The steady state errors in velocity and altitude are 0.1ft/s and 0.05ft. Control time histories are shown in 

Figure 4 and Figure 5. Saturation is observed in the initial portion of the equivalence ratio time history. Large errors 

at time t=0 typically result in large control magnitudes. The flight path angle time history in Figure 6 is typical of 

vehicle lowering its altitude and pitch rate time history in Figure 7 indicates stability of the attitude of the vehicle 

while tracking the step commands. 
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Figure 4. Time History of Equivalence Ratio Control 

 

Figure 5. Time History of Elevator Control 

 

Figure 6. Time History of Flight Path Angle 

 

Figure 7. Time History Pitch Rate 

Tests have been conducted with positive and negative step commands and in four different combinations. 

The closed loop performance is similar in all the tests as shown in Figure 8 and Figure 9. Each of these figures 

consists of four step response plots of velocity and altitude in different combinations. The four combinations result 

from the different combinations of positive and negative velocity and altitude steps. The steady state errors in 

velocity and altitude are 0.1ft/s and 0.05ft in all the four cases. 
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Figure 8. Step Responses to Velocity Commands 

 

Figure 9. Step Responses to Altitude Commands. 

B. Trajectory Tracking 
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Shown in Figure 10 and Figure 11 are the trajectory tracking performances of the model predictive 

controller. The trajectories are constructed using a spline fit over 100ft/s change in velocity and 1000ft change in 

altitude. Commanded and actual trajectories from four different examples involving positive and negative change in 

velocity together with a positive and negative change in altitude are presented in these figures.  

 

Figure 10. Actual and Commanded Velocity 

Trajectories 

 

Figure 11. Actual and Commanded Altitude 

Trajectories 

Flexible body modes are not included in the controller design and Q and R matrices are chosen as follows: 

     3141010021 eediagRediagQ 
       

(17) 

The maximum error in velocity is less than 1ft/s as seen in Figure 12 and the maximum error in altitude 

tracking is less than 5ft as seen in Figure 13. Control time histories are shown in Figure 14 and Figure 15. The 

controls are within their limits and no saturation is observed. Flight path angle, pitch attitude angle, angle of attack 

and pitch attitude rate are shown in Figure 16-Figure 19. The plots in these figures are almost mirror images due to 

the symmetric nature of the tracking trajectories used. 
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Figure 12. Velocity Tracking Errors 

 

Figure 13. Altitude Tracking Errors 

 

 

Figure 14. Equivalence Ratio Time Histories 

 

Figure 15. Elevator Deflection Time Histories 
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Figure 16. Flight Path Angle Time Histories 

 

Figure 17. Pitch Attitude Angle Time Histories 

 

 

Figure 18. Angle of Attack Time Histories 

 

Figure 19. Pitch Rate Time Histories 

C. With and Without Flexible Body Modes 

Controller implemented in the previous sub-section does not include flexible body modes. Therefore, no 

active mechanism is involved in dampening the vibration. In the current example it is assumed that the flexible body 

modes are available for feedback and are penalized in the objective function. The Q matrix involves terms from the 

flexible body modes as well: 
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Shown in Figure 20-Figure 23 are the velocity tracking error, equivalence ratio, flexible body modes and the tip 

displacement of the vehicle without the flexible body modes in the control design model. A stark contrast exists 

between these plots and their counterparts in Figure 24-Figure 27 where the high frequency content is completely 

eliminated. 

 

Figure 20. Velocity Error 

 

Figure 21. Equivalence Ratio 

 

Figure 22. Flexible Body Modes 

 

Figure 23. Tip Displacement 
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Figure 24. Velocity Error 

 

Figure 25. Equivalence Ratio 

 

 

Figure 26. Flexible Body Modes 

 

Figure 27. Tip Displacement 

 

D. Stricter Control Limits 

 Control time histories in the previous sub-section indicated no saturation. The limits have been deliberately 

tightened to explore the capability of the model predictive controller in adhering to the limits. The following limits 

are used in the current example. 
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 Shown in Figure 28 and Figure 29 are the control histories for the trajectory tracking example involving 

negative change in velocity and positive change in altitude. The limits are plotted using thick dark lines. The 

tracking performance of the controller shown in Figure 30 and Figure 31 only suffers marginally, ending up with a 

3.2ft/s maximum error in velocity tracking and 9.4ft maximum error in altitude tracking. 

 

Figure 28. Elevator Deflection 

 

Figure 29. Equivalence Ratio 

 

Figure 30. Velocity Trajectory 

 

Figure 31. Altitude Trajectory 

 

E. Tip Displacement Constraint 

The tip displacement of the vehicle is a linear function of the flexible body models alone. It can be written 

as follows: 
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332211 )0()0()0(   tip           (20) 

Where )0(i  is the i
th

 mode shape evaluate at the tip (L=0). Unlike the mass flow rate the tip displacement is a 

linear function of the state variables. Shown in Figure 32 and Figure 33 are the unconstrained and the constrained tip 

displacement time histories. The sharp peaks at the beginning are eliminated by the constrained model predictive 

controller. Minor impact has been observed on the trajectory tracking performance shown in Figure 34 and Figure 

35 resulting in a maximum velocity tracking error of 0.8ft/s and maximum altitude tracking error of 4.6ft. 

 

 

Figure 32. Unconstrained Tip Displacement 

 

Figure 33. Constrained Tip Displacement 

 

Figure 34. Velocity Trajectory 

 

Figure 35. Altitude Trajectory 

F. Mass-Flow Rate Constraint 
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The mass flow rate through the SCRAMJET inlet is a nonlinear function of the state variables: 

 221 ,,,,, hVmm              (21) 

A lower limit on the mass flow rate through the engine is implemented using the approach laid out in section 3.3. 

Shown in Figure 36 and Figure 37 are the unconstrained and constrained mass flow rate time histories. Although, 

there is a strong indication of adherence to the constraint the mass flow rate does not exactly achieve the prescribed 

lower limit. This is due to the fact that only the linearized version of the constraint is actually implemented in the 

control design model, while the actual simulation uses the full fledged nonlinear model. Minimal effect is noticed on 

the tracking error due to the introduction of this constraint as seen in Figure 38 and Figure 39. The maximum 

velocity tracking error is 0.5ft/s and the maximum altitude tracking error is 3.3ft. 



 

American Institute of Aeronautics and Astronautics 
092407 

 

20 

 

Figure 36. Unconstrained Mass Flow Rate Through 

the SCRAMJET 

 

Figure 37. Constrained Mass Flow Rate Through the 

SCRAMJET 

 

Figure 38. Velocity Trajectory 

 

Figure 39. Altitude Trajectory 
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Therefore, the resulting constraints involve a combination of both state and control variables. Shown in Figure 40 

and Figure 41 are the time histories of the combustor pressure without and with the constraint respectively. Similar 

plots for pressure are shown in Figure 42 and Figure 43. From the plots there is ample evidence to suggest that the 

model predictive controller formulation is able to implement constraints on nonlinear output variables. The 

constraints are not exactly realized in closed loop simulations due to the linearization of the constraints and the 

implementation on the full nonlinear simulation. Reference trajectories for these two examples are the same those as 

in Figure 38 and Figure 39. The maximum tracking errors with temperature constraint are 4.6ft/s and 19.6ft. Similar 

errors with the pressure constraint are 18ft/s and 100ft. 

 

Figure 40. Unconstrained Combustor Temperature 

 

Figure 41. Constrained Combustor Temperature 

 

Figure 42. Unconstrained Combustor Pressure 

 

Figure 43. Constrained Combustor Pressure 
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VI. Conclusion 

A model predictive controller formulation suitable for trajectory tracking problems in derived in this paper. The 

formulation explicitly handles control limits and nonlinear constraints involving both state and control variables. 

The controller is demonstrated in closed loop simulations while keeping within desired limits variables such as 

combustor temperature, pressure, mass flow rate and tip displacement. 
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